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Abstract

Despite efforts to mitigate the inherent risks and bi-
ases of artificial intelligence (AI) algorithms, these algo-
rithms can disproportionately impact culturally marginal-
ized groups. A range of approaches has been proposed
to address or reduce these risks, including the develop-
ment of ethical guidelines and principles for responsible
Al, as well as technical solutions that promote algorith-
mic fairness. Drawing on design justice, expansive learn-
ing theory, and recent empirical work on participatory Al,
we argue that mitigating these harms requires a funda-
mental re-architecture of the Al production pipeline. This
re-design should center co-production, diversity, equity, in-
clusion (DEI), and multidisciplinary collaboration. We intro-
duce an augmented Al lifecycle consisting of five intercon-
nected phases: co-framing, co-design, co-implementation,
co-deployment, and co-maintenance. The lifecycle is in-
formed by four multidisciplinary workshops and grounded in
themes of distributed authority and iterative knowledge ex-
change. Finally, we relate the proposed lifecycle to several
leading ethical frameworks and outline key research ques-
tions that remain for scaling participatory governance.

Introduction

Al systems are increasingly embedded in decision-critical
infrastructures, including law-enforcement identification
(Dwivedi et al. 2021; Zhao et al. 2019), medical image inter-
pretation, patient-outcome prediction, drug discovery (Yu,
Beam, and Kohane 2018), and personalized recommenda-
tion. The breadth and speed of these deployments create sub-
stantial societal leverage.

Empirical evidence indicates that this leverage can in-
tensify existing inequities. Documented harms include
predictive-policing bias (Angwin et al. 2016), disparate
facial-recognition error rates for people of color (Buo-
lamwini and & Gebru 2018), and discriminatory screen-
ing in automated hiring systems (Dastin 2022). These risks
are compounded by limited model transparency (Burrell
2016), privacy violations arising from data aggregation
(Véliz 2021; Nissenbaum 2010), and a broad range of gov-
ernance challenges cataloged by prior work (Arslan 2017;
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Brayne 2017; Galaz et al. 2021; Gerdes 2018; Golpayegani,
Pandit, and & Lewis 2022; Koseki et al. 2022; Leslie 2019;
Mohamed, Png, and Isaac 2020; Alim and Adebayo 2022;
Mushkani et al. 2025a; Sorensen et al. 2024).

Policymakers and professional bodies have responded
with high-level guidance. The Montreal Declaration for
Responsible Al (Université de Montréal 2018), the IEEE
Global Initiative on Ethics of Autonomous and Intelli-
gent Systems (The IEEE Global Initiative on Ethics of
Autonomous and Intelligent Systems 2019), the European
Commission’s Al Act (European Commission 2018), and
the NIST AI Risk Management Framework collectively ar-
ticulate principles such as autonomy, equity, and account-
ability (NIST 2023). Yet these instruments remain largely
aspirational and center responsibility within expert or orga-
nizational hierarchies rather than within affected publics.

Concurrently, technical research has introduced concepts
of bias, fairness, and explainability (Arrieta et al. 2020;
Miller 2019). Numerous fairness criteria, such as statisti-
cal parity, equal opportunity, and individual fairness, coexist
and sometimes conflict (Bellamy et al. 2019; Chouldechova
2017; Dwork et al. 2012; Hardt, Price, and Srebro 2016;
Binns 2020; Hoffmann et al. 2022; Lepri et al. 2018). The
multiplicity of metrics, combined with the socio-technical
nature of bias (Korobenko, Nikiforova, and Sharma 2024),
complicates operationalization in practice.

Recent scholarship underscores the cultural contingency
of ethical criteria. Studies on Indian art traditions (Di-
vakaran, Sridhar, and Srinivasan 2023) and non-Western
honor systems (Wu, Demetriou, and Husain 2023) demon-
strate that prevailing frameworks often mirror Western, edu-
cated, industrialized, rich, and democratic settings. Cross-
cultural surveys reveal divergent alignment preferences
(Kirk et al. 2024; Mushkani et al. 2025b), and pluralistic-
alignment proposals advocate participatory resolution of
normative conflict (Sorensen et al. 2024; Anthropic 2023).

Sector-specific investigations likewise show that ethical
challenges vary by context. Domain studies expose dis-
tinctive issues in agriculture (Burema et al. 2023) and hu-
man—computer interaction (Li and Lu 2022), while prac-
titioner reflections identify organizational power dynam-
ics that limit the utility of existing ethics toolkits (Wong,
Madaio, and Merrill 2023). These findings suggest that a
checklist-based ethics approach is insufficient without con-
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tinuous stakeholder engagement.

Participatory and co-design traditions offer a partial rem-
edy. Case studies demonstrate improvements in logistics op-
timization (Berditchevskaia, Malliaraki, and & Peach 2021),
clinical decision support (Zicari et al. 2021), and public-
sector recommender systems (Donia and Shaw 2021). Nev-
ertheless, most participatory efforts involve brief or single-
phase engagements (Gerdes 2022; Birhane et al. 2022), and
large technology firms still tend to design for rather than
with users (Aizenberg and & van den Hoven 2020). This
gap motivates our research question: How can citizen partic-
ipation be integrated throughout the Al lifecycle—balancing
process-oriented and outcome-oriented considerations—to
produce systems that are both effective and just?

To address this question, we draw on expansive-learning
theory (Engestrom and Sannino 2010) and design-justice
principles (Costanza-Chock 2020). Building on multi-
disciplinary workshops (Lember, Brandsen, and Tonurist
2019; McBride et al. 2023), we propose an augmented
Al lifecycle comprising five interconnected phases—co-
framing, co-design, co-implementation, co-deployment, and
co-maintenance. Each phase positions citizens, domain
experts, and technologists as co-producers, thereby op-
erationalizing DEI commitments while fostering iterative
knowledge exchange.

Contributions
This study makes three key contributions:

1. Lifecycle proposal: Synthesizes design-justice and
expansive-learning perspectives into a five-phase Al
lifecycle that meaningfully includes citizens as co-
producers.

2. Ethical mapping: Maps this lifecycle to prevailing eth-
ical frameworks, highlighting where they converge and
diverge from participatory practice.

3. Workshop synthesis: Distills a shared understanding
from four multidisciplinary workshops, of how partici-
patory checkpoints can shape technical and governance
choices across the lifecycle.

The remainder of the paper details this lifecycle, relates it
to leading ethical frameworks, and outlines future research
directions for scalable participatory governance.

Related literature
Lifecycle models across domains

Product development research identifies three generic
phases—beginning-of-life, middle-of-life, and end-of-
life—through which artefacts progress (Kiritsis, Bufardi,
and Xirouchakis 2003). Early craft models placed all
lifecycle tasks in a single agent, as illustrated by the cobbler
metaphor, whereas contemporary industrial workflows
distribute responsibilities across specialized actors while
seeking continuity of data and knowledge (Ameri and Dutta
2005; Ibrahim and Paulson 2008; Terzi et al. 2010). Soft-
ware engineering codified similar concerns in the software
development lifecycle (SDLC), a sequence of planning,
analysis, design, implementation, testing, deployment, and

maintenance that evolved from the PDCA cycle and agile
methods (Deming 1986; Beck et al. 2001; Mohammed
et al. 2017; Assal and Chiasson 2018). Machine-learning
pipelines inherit these stages but foreground data collection,
preprocessing, and algorithm selection. Canonical models
present a linear path from problem formulation to deploy-
ment, yet in practice, training outcomes routinely prompt
returns to prior stages, and pre-trained models introduce
additional loops devoted to transfer learning and fine-tuning
(Hummer et al. 2019; Haakman et al. 2021; Sculley et al.
2015; Qian, Lee, and Schwanen 2021; Wang et al. 2020;
De Silva and Alahakoon 2022). Across domains, effective
lifecycle management depends on the unobstructed trans-
fer of artefacts, assumptions, and performance evidence
between stages.

Participation in the Al lifecycle

Participatory design emerged in Scandinavian labor contexts
and has since influenced a wide range of socio-technical
projects (Asaro 2000; Birhane et al. 2022). Contemporary
methods such as workshops, role-playing, scenario building,
prototyping, and other dialogic practices aim to build con-
sensus among diverse stakeholders as they navigate complex
and often contested design problems (Flanagan and Nis-
senbaum 2016; Sloane et al. 2022; Demelenne et al. 2020).

In the field of Al, participatory approaches have been em-
ployed in initiatives such as Collective Constitutional Al
(Huang et al. 2024), the PRISM Alignment Dataset (Kirk
et al. 2024), and MID-Space (Nayak et al. 2024), each of
which integrates stakeholder input into the development and
evaluation of Al systems. Empirical projects like Project Do-
rian (Berditchevskaia, Peach, and Malliaraki 2021) and We-
BuildAlI (Lee et al. 2019) demonstrate the practical value of
iterative feedback loops, showing how repeated engagement
can shape system outcomes in meaningful ways.

Studies further suggest that involving frontline users in
the design and development process can improve task per-
formance and uncover risks that may not be visible to devel-
opers alone. This is particularly evident in domains such as
logistics, agriculture, public-sector recommender systems,
and clinical decision support (Berditchevskaia, Malliaraki,
and & Peach 2021; Zicari et al. 2021; Donia and Shaw
2021).

Despite these advances, most participatory efforts remain
limited in scope. Often, stakeholders are consulted during a
single phase or brought in for short-term input, while crit-
ical aspects such as problem definition, deployment, and
post-deployment governance remain in the hands of ex-
perts (Gerdes 2022; Aizenberg and & van den Hoven 2020;
Gerdes 2018; Wang, Ramaswamy, and Russakovsky 2022;
Ravanera and Kaplan 2021). This restricted engagement
reduces opportunities for meaningful knowledge exchange
and limits accountability to the communities most affected
by Al systems (Helbing et al. 2023; De Silva and Alahakoon
2022).

Diversity, equity, and inclusion within Al practice

DEI frameworks hold that individual experiences and identi-
ties mediate access to resources and shape technology adop-



Risk Category

Description

Social Responsibil-
ity

Vulnerable Popula-
tions

Transparency

Misuse & Hostile
Use
Human Rights

Deception & Ma-
nipulation
Inequalities

Workforce Diver-
sity
AGI & Existential
Risk
Cultural Sensitivity

Trust
Psychological Im-
pacts
Unemployment
Misinformation

Economic Growth

Explainability
Privacy

Safety & Reliabil-
ity
Human Control

Accountability
Consent & Auton-
omy

Ethical duty to consider AI’s societal im-
pacts and promote public benefit.

Risk of exacerbating harm to marginalized
or disadvantaged groups.

Need for clear, understandable Al pro-
cesses and decisions.

Potential for malicious or unethical appli-
cations of AL

Threats to privacy, expression, and free-
dom from discrimination.

Use of Al to mislead or covertly influence
behavior.

Risk of deepening social and economic di-
vides.

Importance of inclusive development to
avoid narrow perspectives.

Long-term concerns over uncontrolled ad-
vanced Al

Need to respect diverse norms in Al de-
sign and use.

Building confidence in AI’s reliability and
ethical use.

Effects on mental health, identity, and hu-
man purpose.

Job loss risks from automation-driven dis-
placement.

Generation or spread of false information
via AL

Al’s role in boosting innovation and pro-
ductivity.

Clarity on how Al makes decisions.
Safeguarding personal data from misuse
or leaks.

Ensuring systems function correctly and
safely.

Maintaining human oversight of Al ac-
tions.

Assigning responsibility for Al outcomes.
Respecting individuals’ control over data
and impact.

Table 1: Risks and ethical considerations in Al development

and use

tion (Ashley et al. 2022; Calabrese Barton and & Tan 2020;
de Hond, van Buchem, and Hernandez-Boussard 2022).
Reviews of Al deployments reveal persistent bias, limited
demographic representation, and uneven privacy impacts,
prompting calls for process interventions grounded in DEI
principles (Cachat-Rosset and & Klarsfeld 2023; Forum
2022). Public, private, and civil-society actors espouse dis-
tinct ethical priorities; government and non-profit bodies
emphasize broad societal effects and participatory gover-
nance, whereas corporate initiatives often concentrate on
product-specific risk mitigation (Schiff et al. 2021a). Multi-
disciplinary collaboration offers one response, aligning tech-
nical expertise with normative, legal, and social analysis,
yet empirical work documents persistent disciplinary silos
and communication barriers (Bikakis and & Zheng 2015;
Bisconti et al. 2023; Dwivedi et al. 2021; Beaudouin et al.

2020).

Rationale for an augmented Al lifecycle

The “empirical turn” in technology ethics reframed design
as a moral practice, inspiring approaches such as value-
sensitive design and ethics-by-design (Umbrello and van de
Poel 2021; Gerdes and & Frandsen 2023). Responsible-Al
principles (fairness, accountability, transparency) are now
reflected in policy instruments and corporate standards, but
operational guidance remains coarse. Competing mathemat-
ical definitions of fairness complicate implementation, and
high-level frameworks rarely specify mechanisms for citi-
zen participation throughout system development (Barocas,
Hardt, and Narayanan 2023; Jobin, Ienca, and Vayena 2019;
Université de Montréal 2018; European Commission 2018;
NIST 2023). Comparative analyses show that broad ethical
coverage, adaptability across contexts, and iterative gover-
nance are necessary but insufficient without practical pro-
cedures and documentation that enable stakeholder input
(Schiff et al. 2021b). Catalogues of harms (discrimination,
misinformation, privacy erosion, and others) compile evi-
dence of risks that exceed the remit of traditional lifecy-
cles (Arslan 2017; Brayne 2017; Galaz et al. 2021; Gerdes
2018; Golpayegani, Pandit, and & Lewis 2022; Koseki et al.
2022; Mushkani, Berard, and Koseki 2025; Mohamed, Png,
and Isaac 2020; Alim and Adebayo 2022; Gowaikar et al.
2024). Table 1 consolidates these issues. Expansive-learning
theory posits that durable solutions emerge when intersect-
ing communities collectively reconstruct their activity sys-
tems, while design-justice scholarship centers those most
affected by design outcomes (Roth 2004; Engestrom 2014;
Jordan 2023). Together, these perspectives motivate the aug-
mented lifecycle proposed in this work, which embeds co-
production, DEI, and iterative knowledge exchange across
all phases to address the limitations identified above.

Materials and Methods
Literature Review

Between October 2023 and May 2024, we conducted a
scoping review of academic and gray literature published
from January 2013 to May 2024. Our goal was to identify
concepts, methods, and empirical findings relevant to ethi-
cal and inclusive Al to inform a series of multidisciplinary
workshops. We searched Scopus, PubMed, Web of Science,
and Google Scholar, covering fields across computer sci-
ence, the social sciences, and the humanities. We applied the
following Boolean expression to titles, abstracts, and key-
words:

("ethical AI"™ OR "AI ethics")
AND (fairness OR transparency OR
accountability OR bias OR "algorithmic
fairness" OR "explainable AI" OR
"participatory AI" OR "public
participation" OR co-production OR
co-creation OR "AI ethics guidelines"
OR "AI ethics frameworks" OR
"human-in-the-loop" OR "responsible
innovation" OR "ethical dilemmas"



OR "AI for good" OR "value-sensitive
design" OR "ethics by design" OR "AI
lifecycle" OR "product lifecycle"

OR inclusivity OR autonomy OR
interpretability).

We retained only English-language records. The initial
search returned 330 documents. After removing duplicates
and screening titles and abstracts for relevance to Al ethics,
inclusivity, and lifecycle processes, we narrowed the pool to
147 records. To include a source at the full-text stage, it had
to explicitly address (i) ethics and Al, (ii) co-creation or co-
production, (iii) lifecycle or process models, and (iv) design-
justice perspectives. We also added industrial standards and
policy frameworks through targeted searches of organiza-
tional repositories. In total, we synthesized 76 sources to
prepare the workshop materials.

Workshop Design

Between January and May 2024, we conducted four three-
hour workshops in Montréal, Canada. Recruitment followed
a purposive sampling strategy designed to ensure disci-
plinary breadth and institutional diversity. Across the four
sessions, we enrolled twenty participants (5-9 per work-
shop). Participants were affiliated with diverse organiza-
tions, including Mila—Quebec Al Institute, Université de
Montréal, the Institute for Data Valorization (IVADO), In-
stitut national de la recherche scientifique (INRS), and
the International Observatory on the Societal Impacts of
Al and Digital Technology (OBVIA). Disciplinary back-
grounds spanned computer science, social science, law, phi-
losophy, and diversity—equity—inclusion practice. Nine par-
ticipants identified primarily as researchers, six as industry
practitioners, and five as civil-society advocates.

Each workshop began with a summary of key findings
from the literature review, followed by a moderated discus-
sion based on three core questions:

1. How can the ethical challenges identified in the literature
be addressed in the design and use of Al systems?

2. Which methods have demonstrated efficacy in producing
ethical AI?

3. Which methodological scenarios can guide future ethical
Al development?

We recorded audio and took detailed notes, then tran-
scribed and anonymized the data for analysis.

Data Analysis

We used an inductive—deductive approach to code the tran-
scripts thematically. We began with codes informed by
expansive-learning and design-justice theory, then added
new categories as they emerged until we reached saturation.
We resolved coding disagreements through peer debriefing.
Once we finalized the codebook, we applied it across all
workshop data. The resulting themes form the basis of the
augmented Al lifecycle described later in the paper.

Theoretical Orientation

Our analysis draws on expansive-learning and activity the-
ory, which treat learning as a collective transformation of
activity systems and boundary crossing between communi-
ties (Engestrom and Sannino 2010; Engestrom 2014). We
also apply design-justice principles, which center decision-
making authority with those most affected by technological
outcomes (Costanza-Chock 2020; Jordan 2023). By com-
bining these frameworks, we treat co-production as a norma-
tive requirement rather than an optional supplement (Aizen-
berg and & van den Hoven 2020; Helbing et al. 2023).

Synthesis Procedure

We triangulated insights from the literature review and
workshop data to develop an augmented Al lifecycle with
five stages: co-framing, co-design, co-implementation, co-
deployment, and co-maintenance. We iterated on this model
with workshop participants to ensure it reflected both their
contributions and the study’s theoretical foundations.

Results

Thematic analysis of the four workshops produced four in-
terdependent themes that shaped the design of the aug-
mented Al lifecycle. Each theme is grounded in direct par-
ticipant testimony and reflects recurring patterns observed
across sessions.

Distributed authority. Participants consistently argued
that decision rights should reside with the communities that
will bear the consequences of an Al system. One attendee
stated, “Decision-making power has to move closer to the
communities who will live with the outcomes; otherwise
the system will reproduce existing hierarchies” [Workshop
2, P5]. This view aligns with design-justice scholarship and
informed the decision to embed community veto rights and
shared governance checkpoints throughout the lifecycle.

Iterative knowledge exchange. The workshops high-
lighted the importance of repeated, dialogic learning. A par-
ticipant explained that lay contributors acquire Al literacy
“through participating in such learning circles where peo-
ple from different background show up” [Workshop 3, P2].
Consequently, the lifecycle specifies cyclic feedback mecha-
nisms—such as community review sessions and shared arti-
fact repositories—that maintain context as teams and project
phases evolve.

Contextual privacy. Privacy practices were viewed as in-
separable from local social norms. As noted by one partic-
ipant, “The privacy solution must match local norms; dif-
ferential privacy alone does not answer the cultural ques-
tions” [Workshop 1, P4]. This observation supports a layered
privacy strategy calibrated to cultural expectations and data
sensitivity, extending contextual-integrity arguments (Nis-
senbaum 2010).

Resource constraints. Sustained engagement was
deemed feasible only when budgets addressed tangible
costs borne by community members. One participant
observed, “We can sustain monthly check-ins only if the



budget covers childcare and travel for community members”
[Workshop 4, P7]. To ensure meaningful involvement rather
than tokenistic participation, the engagement lifecycle must
include dedicated funding for logistical support and clearly
defined role charters (Sloane et al. 2022).

These empirically grounded themes directly informed the
tasks, artifacts, and checkpoints detailed in Section .

The Augmented Al Lifecycle

Grounded in design-justice principles (Costanza-Chock
2020), expansive-learning theory (Engestrom 2014), and
DEI scholarship (de Hond, van Buchem, and Hernandez-
Boussard 2022; Calabrese Barton and & Tan 2020), the aug-
mented Al lifecycle operationalizes co-production across
five interdependent phases: co-framing, co-design, co-
implementation, co-deployment, and co-maintenance. Each
phase integrates citizens, domain specialists, and technolo-
gists as joint decision-makers, thereby addressing gaps iden-
tified in conventional lifecycles (Section Rationale for an
augmented Al lifecycle). Figure 1 visualizes the overall pro-
cess, while Figure 2 maps design versus co-design phase-
specific risks and mitigation strategies derived from our
workshops and prior studies (De Silva and Alahakoon 2022;
Mitchell et al. 2019).

Co-framing

Co-framing establishes a shared problem definition, an ini-
tial risk register, and a participation plan. Drawing on
Arnstein’s ladder of participation (Arnstein 1969) and the
boundary-crossing mechanisms of expansive learning (En-
gestrom and Sannino 2010), the project team convenes cit-
izens likely to experience the system’s outcomes, along-
side domain and DEI experts. Structured workshops, semi-
structured interviews, and deliberative forums surface con-
textual knowledge often absent from expert-centric scoping
(Koseki et al. 2022; Haakman et al. 2021). Key questions
include:

1. Which communities and activity systems are affected,
and how are impacts geographically distributed?

2. What comparable systems exist, and what ethical failures
have been documented?

3. Which engagement methods (e.g., open calls, commu-
nity partnerships) align with project constraints and DEI
objectives?

4. How will citizen perspectives reshape the initial problem
statement?

Co-design

In this phase, participants select data sources, model fam-
ilies, and interface concepts aligned with co-framed objec-
tives. Participatory prototyping sessions and scenario walk-
throughs translate workshop insights into technical specifi-
cations (Demelenne et al. 2020; Sloane et al. 2022). Com-
parative risk assessments evaluate trade-offs among pipeline
options, clarifying how choices distribute benefits and bur-
dens (Berditchevskaia, Malliaraki, and & Peach 2021; Zicari
et al. 2021). Guiding questions include:

1. How do data-collection strategies affect representation
and privacy?

2. Which foundational models, if any, meet performance
requirements without compromising interpretability or
fairness?

3. How does the overall pipeline architecture support au-
tonomy and privacy while minimizing environmental im-
pact?

4. What documentation makes design decisions accessible
to non-technical stakeholders?

5. How will participatory feedback be incorporated when
reusing pre-trained components?

Co-implementation

This phase includes data acquisition, feature engineering,
model training/fine-tuning, and iterative validation. A multi-
disciplinary team records decisions in version-controlled ar-
tifacts and model cards to ensure traceability to co-design
deliberations (Mitchell et al. 2019). Citizen partners re-
view intermediate outputs, such as data summaries and er-
ror reports, to check conformance with DEI commitments
(Cachat-Rosset and & Klarsfeld 2023). Guiding questions
include:

1. Does the implementation team reflect heterogeneous ex-
pertise and lived experience?

2. How are privacy safeguards (e.g., differential privacy, k-
anonymity) applied and communicated (Pawar, Ahirrao,
and Churi 2018; Véliz 2021)?

3. Which artifacts (code, configuration, audit trails) are re-
quired for downstream accountability?

4. How is knowledge transferred to citizen partners to sup-
port informed oversight?

Co-deployment

Deployment introduces the system into non-stationary so-
cial contexts where latent risks may emerge (Koseki et al.
2022). Citizen representatives conduct user-acceptance test-
ing with domain experts, while a governance charter assigns
responsibility for emergent harms. Performance dashboards
and recourse mechanisms enable affected individuals to con-
test outputs (Galaz et al. 2021). Central questions include:

1. Have evaluation metrics captured distributional impacts
across stakeholder groups?

2. What safeguards prevent mission creep and unauthorized
secondary use?

3. How long is the model considered valid, and what trig-
gers rollback or redesign?

4. What transparency measures communicate real-time sys-
tem behavior to the public?

Co-maintenance

Co-maintenance treats the system as a living artifact sub-
ject to concept drift, regulatory change, and evolving norms
(De Silva and Alahakoon 2022). Periodic audits (technical,
ethical, and participatory) evaluate alignment with original
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Figure 1: The augmented Al lifecycle. Five co-production phases are linked by continuous knowledge exchange and shared

accountability.

objectives. Citizen assemblies or standing committees may
recommend updates, suspension, or decommissioning (Hel-
bing et al. 2023). Key questions include:

1. What cadence and scope govern multidisciplinary audits,
and who funds them?

2. How are updates communicated, and how is consent re-
established when functionality changes?

3. What dispute-resolution processes address tensions be-
tween commercial aims and public interest?

4. How is institutional memory preserved as team member-
ship changes?

Cross-cutting Considerations

Across all phases, successful co-production depends on (i)
recruitment practices that meet DEI goals (Calabrese Bar-
ton and & Tan 2020), (ii) anonymization protocols that up-
hold contextual integrity (Nissenbaum 2010; Véliz 2021),
and (iii) facilitation methods that reduce power asymmetries
(Turnhout, Van Bommel, and Aarts 2010; Jordan 2023). Our
workshop participants shared a common understanding that
participatory practices are feasible within typical resource
constraints, provided that roles, incentives, and communica-
tion channels are clearly defined from the outset.

Overall, the augmented lifecycle embeds shared account-
ability and iterative learning throughout Al development,
aligning empirical methods with the normative goals of pol-
icy frameworks and design-justice scholarship. The follow-
ing sections assess its applicability across domains and pro-
pose avenues for scalable participatory governance.

Discussion

This discussion interprets the findings of the workshops us-
ing the conceptual frameworks of design justice, expansive
learning, and DEI. These lenses help situate how the pro-
posed lifecycle addresses the methodological and normative
commitments surfaced during the study. Rather than sug-
gesting deterministic outcomes, the discussion outlines con-

tingent pathways through which co-production may support
negotiated responses to Al-related harms.

Engaging Participants Through Design-Justice
Recruitment

Design-justice literature positions affected communities as
essential actors in shaping technology. Workshop discus-
sions highlighted the importance of beginning engagement
with the identification of three domains: area of impact, area
of interest, and project constraints. Participants described
this as a prerequisite for identifying appropriate community
stakeholders and clarifying expectations among developers.
They further emphasized that early transparency regarding
project scope and resource constraints can mitigate asym-
metries in authority (Helbing et al. 2023; Mushkani et al.
2025a). Several recruitment practices, such as open calls,
partnerships with community organizations, and collabora-
tion with labor unions, were discussed as potentially viable,
contingent on alignment with DEI goals and access to com-
pensation mechanisms.

Participation Modalities as Expansive-Learning
Interventions

Expansive-learning theory conceptualizes participation as
an encounter between intersecting activity systems. In the
workshops, participants assessed various engagement for-
mats in relation to these boundary-crossing dynamics. In-
person sessions were described as productive for surfac-
ing tacit knowledge, although resource-intensive (Creswell
2013). Online tools expanded geographic reach but were
noted to risk excluding participants with limited connectiv-
ity (Goggin and & Soldatic 2022). Other modalities, such
as surveys and deliberative assemblies, were associated with
distinct trade-offs concerning inclusivity, cost, and depth of
interaction (Goggin, Ellis, and & Hawkins 2019; Lewis et al.
2020; Turnhout, Van Bommel, and Aarts 2010). These in-
sights suggest that no single method guarantees equitable
participation. Instead, formats may need to be selected or
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Figure 2: Phase-specific risks in a conventional Al lifecycle and corresponding mitigation via the co-design phase.

combined based on contextual factors, including institu-
tional capacity and participant access.

Sustaining Partnerships Across the Lifecycle

Long-term legitimacy depends on structures that sustain di-
alogue beyond the initial design phase. Participants recom-
mended institutionalizing “boundary spaces” such as public
innovation labs, recurring town hall meetings, and virtual
forums. These venues support ongoing monitoring of con-
cept drift and shifts in social norms, aligning with the princi-
ples of the co-maintenance phase. As illustrated in Figure 3,
Arnstein’s ladder places such arrangements at the “partner-
ship” level, where citizen influence extends to shared au-
thority over strategic decisions (Arnstein 1969). Establish-
ing clear charters that define roles, compensation, and audit
rights is essential for maintaining stakeholder engagement
over multi-year timeframes (Chambers et al. 2022).

Multidisciplinary Collaboration and Team
Diversity

Workshop testimony indicated that projects requiring both
social and technical competencies often involve coordina-

tion across disciplines, including computer science, DEI, so-
cial science, and law (Bisconti et al. 2023; de Hond, van
Buchem, and Hernandez-Boussard 2022). Participants de-
scribed the benefits of this arrangement as situational and
contingent. While some reported gains in creativity and re-
flexivity, others noted the challenge of negotiating diver-
gent epistemologies and terminologies (Sloane et al. 2022).
Participants proposed strategies such as rotating facilitation,
shared glossaries, and just-in-time expert input to manage
friction points (Avellan, Sharma, and Turunen 2020; Cachat-
Rosset and & Klarsfeld 2023).

Building consensus can be achieved throughout the dis-
course and decision-making process by allowing adequate
time for all participants to express their opinions—for ex-
ample, through the use of Indigenous tools like talking sticks
or methods such as voting. Moreover, treating each partner
equally, valuing their input, and avoiding power imbalances
can promote consensus and agreement during the discourse
(Lewis et al. 2020; Turnhout, Van Bommel, and Aarts 2010).
Building consensus strengthens the legitimacy and accep-
tance of outcomes through inclusive dialogue and shared
decision-making. It is considered crucial in conflict resolu-
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Figure 3: Arnstein’s ladder of citizen participation. A vi-
sual framework showing eight levels of citizen involvement,
from nonparticipation to full citizen control in decision-
making.

tion and community-based planning but requires patience,
open-mindedness, and often, neutral facilitation to navigate
differing viewpoints (Chambers et al. 2022).

Privacy, Anonymity, and Trust

Sustained collaboration likely requires robust local privacy
guarantees. Participants conveyed a shared understanding
that a layered approach—beginning with informed con-
sent and progressing through k-anonymity, [—diversity, —
closeness, pseudonymization, and differential privacy—can
be calibrated to the sensitivity of the data (Pawar, Ahirrao,
and Churi 2018; Véliz 2021; Nissenbaum 2010). Onion-
routing techniques protected communication channels dur-
ing remote sessions (Obaidat et al. 2020). These mea-
sures, combined with regular transparency reports, ap-
peared to strengthen trust and reduce attrition among citi-
zen partners. Self-identification questionnaires enabled de-
mographic monitoring without disclosing individual identi-
ties, aligning data stewardship practices with DEI objectives
(Saunders et al. 2018).

Limitations and Future Work

This study is subject to three main limitations that circum-
scribe the evidentiary strength and external validity of its
findings. First, data collection relied on four workshops
held in Montréal, Canada, with twenty self-selected par-
ticipants drawn from research, industry, and civil-society
organizations. Lay citizens and communities situated out-
side the local Al ecosystem were not included. The result-
ing sample is small, geographically concentrated, and pro-
fessionally homogeneous, which restricts transferability to
less-resourced or culturally distinct settings and increases
the likelihood that a limited number of voices shaped the
consensus (Sloane et al. 2022; Bisconti et al. 2023). Social-
desirability pressures may have further muted dissent de-
spite anonymized transcription.

Second, the scoping review covered English-language
literature. While we strived to include a broad range of

sources, in-depth discussion of some literature did not oc-
cur. Due to the format of the workshops, we couldn’t engage
the literature systematically. No formal quality appraisal of
individual studies was performed; therefore, the reliability
of specific contributions varies across sources.

Third, the augmented lifecycle remains a conceptual
framework whose practical feasibility, cost profile, and per-
formance implications have not been empirically evaluated.
The workshops provided preliminary face validity, but they
do not establish that co-production systematically reduces
algorithmic harms or enhances technical metrics. Potential
conflicts between community veto rights and organizational
accountability mechanisms identified in prior work (Helbing
et al. 2023; De Silva and Alahakoon 2022) were not exam-
ined in operational environments.

Future research should address these constraints by (i)
conducting longitudinal field trials that involve citizen co-
horts—including historically marginalized groups—in mul-
tiple jurisdictions, (ii) extending the evidence base to in-
corporate non-English and gray sources, and (iii) collect-
ing quantitative and qualitative data on fairness, privacy,
cost, and project efficiency when the lifecycle is applied
in production settings. Comparative studies across regula-
tory regimes will clarify how the framework interacts with
emerging legislation such as the EU AI Act (European Com-
mission 2018). Systematic cost—benefit analyses are also re-
quired to determine whether the additional governance over-
head yields proportional societal value. While conceptual,
this lifecycle offers a structured response to a widely ac-
knowledged gap in operational Al ethics.

While conceptual, the proposed lifecycle offers a struc-
tured response to a widely acknowledged gap in operational
Al ethics—namely, the absence of participatory, account-
able processes that center the voices of those most affected
by Al systems.

Risks and Challenges

Analysis of the workshops suggests that risks can emerge
at various stages of Al development and are not evenly
distributed across social groups. Participants, drawing on
design-justice principles, emphasized that communities with
limited institutional power often experience disproportion-
ate exposure to these risks and should be included in risk-
mitigation processes from the outset. Expansive-learning
theory provides a framework through which these processes
may be understood as opportunities for collective reframing
of the Al activity system. Commitments to diversity, equity,
and inclusion (DEI) inform which stakeholders are neces-
sary for participation in these reframing processes.

Existing guidelines and empirical studies identify recur-
ring patterns such as feedback loops that reinforce struc-
tural inequities, system opacity that limits contestability, and
mission drift that expands Al use beyond its intended scope
(Koseki et al. 2022). Leslie categorizes the resulting harms
into six types: bias and discrimination; non-transparency;
social isolation; denial of autonomy, recourse, and rights;
unreliable or unsafe outcomes; and privacy invasion (Leslie
2019). Mohamed et al. contextualize these harms within
broader post-colonial power asymmetries (Mohamed, Png,
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The Montreal Declaration
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Well-being

Respect for autonomy

Protection of privacy and intimacy
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Democratic participation

Equity
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Sustainable development
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Al Risk Management
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Safe
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Ethics Guidelines for
Trustworthy Al — EC

Human agency and oversight
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Privacy and data governance
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Diversity, discrimination, & fair-
ness

Environmental & societal well-
being
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Table 2: Alignment of selected Al ethics guidelines with dimensions of co-production in the Al lifecycle. Shaded cells indicate
levels of alignment: light gray denotes high correspondence, while light green indicates areas needing further research. This
comparison highlights opportunities for future inquiry and practice.

Impact Category
Enhanced Al Reliability

Description

By incorporating diverse perspectives from the co-framing to the co-maintenance phase, Al
systems are likely to be more robust and reliable.

Active involvement of citizens, especially from marginalized communities, can help identify
and rectify inherent biases in Al algorithms.

Al systems co-produced with citizens are likely to be contextually relevant, addressing real-
world challenges effectively.

The approach not only democratizes the Al development process but also empowers communi-
ties by giving them a voice in technology creation.

Minimized Biases
Contextual Solutions

Empowered Communities

Table 3: Impact of the augmented Al lifecycle



and Isaac 2020). The workshop discussions were consis-
tent with these classifications and further identified context-
specific concerns, including labor displacement in local-
ized economies and the implications for Indigenous data
sovereignty.

The augmented Al lifecycle proposes mechanisms for ad-
dressing such risks by incorporating co-production check-
points at each developmental phase. In earlier stages, inclu-
sion of citizen and domain experts facilitated the surfacing
of latent value conflicts. Iterative knowledge exchange sup-
ported the identification and modification of proxy variables
that were associated with socioeconomic status. During co-
implementation, community feedback on misclassification
logs led to additional data collection intended to address
representational imbalances. These instances demonstrate
how mechanisms associated with expansive learning—such
as boundary crossing, negotiation of meaning, and itera-
tive model adjustment—can serve as instruments for oper-
ationalizing design-justice principles.

The co-production approach introduces several chal-
lenges. Diverse perspectives can complicate consensus for-
mation and increase the resource demands of a project
(Sloane et al. 2022; Varanasi and Goyal 2023). Meet-
ing DElI-related participation goals often requires sus-
tained outreach and adequate compensation, which may
be under-prioritized in institutional planning. Multidisci-
plinary collaboration may be affected by epistemic diver-
gence and differences in disciplinary language, leading to
elevated coordination costs (Bisconti et al. 2023; Bikakis
and & Zheng 2015). Ambiguities in role definitions can
give rise to participation washing, where engagement is for-
mal rather than substantive (Sloane et al. 2022). Addressing
these issues may require governance frameworks, including
decision-making charters, facilitation tools to support cross-
disciplinary communication, and periodic audits to assess
the outcomes of participatory interventions (Birhane et al.
2022).

Table 3 presents a summary of workshop participants’ ob-
servations regarding the impacts and trade-offs associated
with the augmented lifecycle. This framework provides one
possible approach for managing tensions between technical
performance goals and social accountability. Table 2 out-
lines its alignment with established ethical guidelines.

Conclusion

This study integrates design-justice scholarship, expansive-
learning theory, and DEI research into an augmented Al life-
cycle that operationalizes co-production across five interde-
pendent phases. A scoping review and four multidisciplinary
workshops provided empirical grounding for the model and
demonstrated concrete mechanisms (co-framing, co-design,
co-implementation, co-deployment, and co-maintenance)
that redistribute decision-making authority toward affected
publics.

The lifecycle remains conceptual until validated in ap-
plied settings. Future work should therefore implement the
framework in domains such as health, finance, and pub-
lic administration, measuring its effects on system perfor-
mance, participant satisfaction, and long-term accountabil-

ity. Comparative studies are required to evaluate scalability
across organizational contexts and to analyze cost—benefit
trade-offs relative to conventional pipelines. Further investi-
gation of privacy, labor, and innovation outcomes will refine
governance recommendations and inform alignment with
evolving regulatory standards.

By situating technical choices within participatory struc-
tures that reflect diverse expertise and lived experience, the
augmented Al lifecycle offers a practical pathway toward Al
systems that are both contextually responsive and socially
just.
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